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Abstract:
The emergence, proliferation, and use of new general-purpose technologies can often produce significant political, redistributive, normative and legal effects on the world. Artificial intelligence (AI) has been identified as one such transformative technology. Many of its impacts may require global governance responses. However, what are the direct and indirect effects of AI technologies on the viability, form, or functioning of the international legal order itself? What, if any, are the prospects, peril or promise of AI-driven legal automation at the international level? This paper draws on an ‘AI Governance Disruption’ framework to understanding AI’s impacts on the global governance architecture. Focusing particularly on the potential for legal automation at the international law level, it explores three potential pathways of such ‘legal displacement’: (1) the automation of rule creation and arbitration; (2) the automation of monitoring & enforcement; or (3) the ‘replacement’ of international law with new architectural modes of (international) behaviour control. It then focuses on the effects of these trends on the architecture of international law. It distinguishes 10 different roles that AI applications could play, with distinct effects on the international legal order. That is, AI systems can serve as (1) legal ‘canary in the coal mine’, highlighting the need for greater cross-regime harmonization. However, it can also serve as (2) tough knot or (3) generator of regime fault lines. Under even modest scenarios of legal automation, AI systems may serve variably as a (4) shield, (5) patch, (6) cure, or (7) accelerator of international legal fragmentation. Finally, AI tools may serve as (8) differential enabler; (9) driver of value shifts, or (10) asymmetric weapon, potentially contributing to trends of contestation or erosion in the international legal order. The paper concludes with a brief review of the ways in which international lawyers or regime scholars might approach the risks and opportunities of increasing automation in international law, in order to leverage these trends and tools towards improved efficacy, resilience, and legitimacy of global governance.
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I. Introduction

New technologies come and—often fade into the background. However, they stay, and leave their marks on our behaviour, relations, and ways of being. At times, a technology’s impact is broad, driving many small changes across society. At other times, its impact is deep and highly disruptive within a single industry or domain of life. A rare few technologies have an impact on the world that is both unusually broad and deep—potentially redrawing or reshaping these domains themselves. To govern a transformative technology is to reckon with questions of change: in technology; in society; and in the tools of governance itself.

Artificial Intelligence (‘AI’) may prove one such transformative technology. This prospect may be ground for anticipation—but also for caution and reflection. This coming decade will see a growing need and opportunity to ensure that global governance is up to the task of governing the diverse challenges created by AI technology. In doing so, various governance strategies and initiatives will have to reckon with these questions of change.

Scholarship accordingly has paid extensive attention to questions of how AI can create a direct problem for the international order. There are also extensive lists of governance proposals for AI’s challenges, drawing on diverse instruments or bodies of international law. However, with some exceptions, there is relatively little examination
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1 This paper draws in part on arguments developed in: Matthijs M Maas, ‘Artificial Intelligence Governance Under Change: Foundations, Facets, Frameworks’ (University of Copenhagen 2020).
of AI’s effects on the legal and institutional scaffolding of the international legal order. How can we analyse the direct and indirect effects of AI technologies on the viability, form, or functioning of the international legal order? This paper explores this question, in order to derive both practical and theoretical implications for international law and legal scholarship.

The analysis proceeds as follows: in section II, it provides a background and theoretical underpinning to this analysis. It provides a functional definition of AI, explores why we should expect it to have wide-ranging impacts on the international legal order, and explore some theoretical frameworks for approaching the study of legal automation (LawTech), and the interrelation between technological change and legal systems more broadly (TechLaw). Section III then examines in depth the sources and vectors by which AI systems can affect international law. It sketches a ‘governance disruption’ framework of situations where AI applications create a need for international legal development, and where they can contribute to the potential destruction of specific regimes or the erosion of the international legal order. It then focuses in on the vectors of legal displacement (the potential effects of the ‘automation’ of international law). The section explores three potential pathways of such displacement: automation of rule creation; automation of monitoring & enforcement; or the ‘replacement’ of international law. Section IV then shifts the focus to the effects of these trends on the integration or fragmentation of international law, distinguishing 10 different roles that AI systems may play, with distinct effects on the global governance architecture. Section V briefly reviews some potential responses to these trends for legal scholars, and section VI concludes.

II. Background and Rationale

What is AI? Unfortunately, there is no settled definition even amongst practitioners. Scientifically, field of AI has been characterised as “making machines intelligent, [where] intelligence is that quality that enables an entity to function appropriately and with foresight in its environment." Technically, however, ‘AI’ is an umbrella term that includes both traditional rule-based symbolic AI as well as the data-driven machine learning (ML) approaches that are responsible for the recent surge in AI progress and attention. Functionally, AI can be described as a varied suite of computational techniques which are able to improve the accuracy, speed, and/or scale of machine decision-making across diverse information-processing or decision-making contexts. The resulting capabilities can accordingly be used in order to support, substitute for, and/or improve upon human performance in diverse tasks, enabling their deployment in applications across various domains, and resulting in diverse societal impacts.

As a result, AI has in recent years come into its own as a widely applicable set of technologies, with applications in a diverse array of sectors ranging from healthcare to...
finance, from education to security, and even the scientific process itself. While the efficacy of today’s AI technology is not without its problems and limits, there can be little doubt that AI’s development and proliferation will impact many or all sectors of society.

What are the stakes? AI has seen a series of high-profile breakthroughs in recent years. As a result, its promise of AI has hardly gone unnoticed. AI, some argue, will be ‘the biggest geopolitical revolution in human history’. Its prospective impact on national security has been compared to nuclear weapons, aircraft, and computing. “Whoever leads in artificial intelligence in 2030,” it has been claimed, “will rule the world until 2100.” Even under more modest readings, AI has been perceived to offer considerable economic and scientific advantages. As such, over the past years, dozens of states have articulated national AI strategies, and many have begun investing vast sums in both research and application, including the development of AI systems in strategic, military
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or cybersecurity applications. Both the US and China have established AI technology as a lynchpin of their future strategic dominance.

A. Why study AI’s effects on the international order?

From both a practical perspective, as well as a theoretical one, it is important to consider how AI technology may change the tools, processes and assumptions of international law. At present, governance proposals for AI often fail to factor in technology-driven changes to governance itself. To be sure, independent bodies of scholarship exist which explore the use of AI, algorithms and digital technology in legal systems, including a small but growing body of work exploring this phenomenon at the international law level. However, most proposals for the global governance of AI itself often reason in relative isolation from such dynamics.

This is a problem because, as noted by Colin Picker, various technological innovations have throughout history driven the “creation, modification, or destruction of
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international law, or the derailment of the creation of new international law”.\(^\text{18}\) Indeed, scholars working in various governance areas have already begun to identify the adverse effects which digital technologies may have on the continued viability of regimes in areas such as arms control.\(^\text{19}\) Likewise, AI technology is likely to affect not just the substance of various international regimes, but also their processes and procedures, and potentially even their political scaffolding.\(^\text{20}\) This will have effects not just on the instruments envisaged for governing AI itself, but indeed will likely spread to many other legal domains. AI applications may also exert effects on the very AI governance instruments that are being proposed, or on the broader global legal order within which these would be ingrained.

How do we engage with the questions of how technology alters (international) law? There is an established body of work that has examined the phenomena of ‘law and technology’ and ‘legal automation’ in a domestic law context. Over the past decade, such scholarship has studied, through both concrete cases and at a conceptual level, how the use of algorithms and AI systems might alter the coherence, form, and practices of legal systems, or even the underlying values of regulators.\(^\text{21}\)

Significantly, if one expects AI technologies to have such a disruptive impact on domestic legal systems, one should arguably expect their disruptive effects to be even steeper in the international domain. This is because in comparison to national law, the global legal order appears less well equipped to anticipate or resolve situations of legal uncertainty, or to keep accountable the insertion of technology in legal processes. After all, at the international level there is no authoritative final legislator to compel ex ante consideration of a technology, to guarantee the coherence of legal responses across domains, or to coordinate (and critically scrutinize) the integration of new technologies into law-making, adjudication, or enforcement practices. Moreover, amending or altering multilateral treaty regimes to take stock of subsequent technological developments can often prove a more painful, drawn-out, and contested affair than the revision of domestic laws.\(^\text{22}\) Furthermore, governance disruption can pose a challenge that is not just legal or procedural, but also political. After all, while international relations scholars are still weighing the precise impact of AI,\(^\text{23}\) there is a general appreciation that


new innovations can redraw the global political map. It would be very surprising if such far-reaching (geo)-political shocks did not have their echoes at the international legal level.

The aim of this paper is not to provide an exhaustive analysis, but rather to provide conceptual clarification—which has been fundamental to much past scholarship at the intersection of 'law', 'regulation' and 'technology'. For instance, Colin Picker has noted that a high-level view of strategic dynamics amongst technology and international law is critical:

“[e]ven though policy makers must be closely concerned with the "nitty gritty" of their international regimes and negotiations, [...] [they] have much to gain from taking a macro or holistic view of the issues raised by technology. Macro-examinations can provide larger theoretical understandings and can reveal previously hidden characteristics that are simply not discernable from the "trenches." Viewing technology from "40,000 feet up" reveals certain patterns, pitfalls, and lessons for policy.”

The aim of this paper is to explore the intersection of AI and international law, in the hope that additional conceptual disaggregation can help international lawyers consider ways to 'update' or 'reboot' the international legal order, to ensure it is not only more resilient to AI-driven governance disruption, but can also build on these tools.

**B. AI and (International) Law: a LawTech-Techlaw Tale**

The exploration of AI technology’s ability to change the norms, instruments, or processes of governance can draw on a framework of ‘governance disruption’. This departs from the existing scholarship on ‘law and technology’. There are two streams to this. On the one hand, recent years have seen a diverse literature on ‘LawTech’, which focuses on how new technologies can be used in support of existing legal systems, or to expand the capabilities of lawyers. This work however, has predominantly focused on such applications in the domestic law context, rather than at the international law one. Simultaneously, a second and complementary strand is found in the emerging paradigm of ‘TechLaw’—“the study of how law and technology foster, restrict, and otherwise shape
each other’s evolution.” This work has explored at length how new technologies can alter the concepts, texture and dynamics of legal systems.

Importantly, the idea that new (AI) technologies are not just objects for regulation but can also change the operation and processes of legal systems, and even the goals of regulators, is not new. Reflections on what a new technology reveals about the changing face of law has extensive precedent in technology law scholarship. For instance, in early debates in the field of cyberlaw, Lawrence Lessig famously examined several legal questions involving the new technology of cyberspace, not merely in order to discuss the relative efficacy of different approaches to regulating certain topics (e.g. zoning or copyright) on the internet, but also to ground and illustrate systemic reflections on the changing nature and workings of the different ‘regulatory modalities’ of laws, norms, markets and architectures (‘code’). Likewise, Roger Brownsword has used studies of behaviour-shaping technologies and geoengineering in order to reflect respectively, upon the rising role of non-normative ‘technological management’ and ‘regulatory responsibilities’ for the core ‘global commons’.

Moreover, this comparison with earlier scholarship on cyberlaw is illuminating in both directions. The internet ‘merely’ led to the ‘informatisation’ of infrastructure and public space—which already proved pivotal in altering the ways that regulation operates. In their turn, AI systems may enable the increasing ‘intelligentisation’ or ‘cognitisation’ of these infrastructures, suggesting that this technology could in time have an impact on the practices and dynamics of law and governance that is at least as far-reaching. The ‘governance disruption’ developed in this paper is of use, as exploring the dynamics and legal impacts of AI governance can reveal interesting and important transferable lessons for the changing relation between technology and global governance—and therefore the changing face of international law in the 21st century.

1. The rise of LawTech

This debate over how AI technologies might provide new affordances for the regulators who produce and enforce law (and what implications flow from this) becomes particularly urgent, given the developments in AI for LawTech in many domestic legal contexts. Over the last decade, new digital technologies, and particularly AI, have seen particularly rapid and enthusiastic uptake in various branches of domestic public administration, judicial decision-making, policing, and the business of government writ


large. At the same time, from the perspective of (private) legal practice, AI systems can be used to automate or contribute to a range of routine legal tasks, such as checking contracts,\textsuperscript{34} case law research,\textsuperscript{35} or the faster provision of legal services.\textsuperscript{36} Provided with adequate databases, some machine learning systems have even begun to make headway in predicting the outcomes of legal disputes in court.\textsuperscript{37} This has led some scholars to anticipate an increasing automation of legal systems,\textsuperscript{38} with legal rules and standards becoming progressively replaced by algorithmically-tailored ‘micro-directives’ that can predict, \textit{ex ante}, what an \textit{ex post} judicial decision would have held in every specific case, and so can offer perfectly clear yet tailored legal clarity for individuals.\textsuperscript{39}

That is not to say that such scenarios—or indeed even more modest cases of legal automation—have been uncritically welcomed. Indeed, recent years have seen extensive scholarship exploring the practical, normative, and legal implications of ‘legal automation’ in domestic practice.\textsuperscript{40} There are extensive critiques of the near-term prospects for legal automation, given the limits of current machine learning approaches,\textsuperscript{41} as well as in light of the various ‘interface design errors’ that often plague hybrid human and AI ‘cyborg justice’ arrangements, and which can produce inappropriate ‘overtrust’.\textsuperscript{42} There have been particularly acute cases involving bias in algorithms used for recidivism prediction;\textsuperscript{43} and


\textsuperscript{38} Alarie, Niblett and Yoon (n 22) 424.


\textsuperscript{42} Crootof, “Cyborg Justice” and the Risk of Technological-Legal Lock-In’ (n 22).

others have highlighted likely human rights violations that are likely when such algorithms are deployed on or to particularly vulnerable populations, such as migrants.\textsuperscript{44}

More conceptually, others have cautioned that the automation of law enforcement systems might close the loop on the legal qualities of ‘inefficiency’ and ‘indeterminacy’, arguing that these are both key safeguards against the perfect enforcement of laws that were in fact originally drafted on the implicit assumption of a certain degree of lenience or discretion.\textsuperscript{45} Finally, there are concerns that the integration of such systems may produce an increasingly opaque ‘algocracy’.\textsuperscript{46}

However, while these technologies therefore no doubt raise diverse grounds of concern, barring a major public backlash, it may well be the case that they see continued development and deployment of automation in public services and administration, potentially signalling a general shift towards ‘technocratic’ regulatory attitudes in domestic legal systems.\textsuperscript{47}

2. Taking legal disruption to the international level

Given its foundational implications, this breadth of work and attention on ‘legal displacement’ in domestic legal systems is surely warranted. However, by comparison, there has been relatively less attention paid to the prospects of such a shift at the international legal level.

There is indeed some recent work on how AI technology may come to affect and disrupt international law. Thomas Burri, Berenice Boutin, and Ashley Deeks have provided general treatments of the ways in which AI technology could affect or play a role in international law.\textsuperscript{48} Meggido has explored the potential contribution of big data to customary international law.\textsuperscript{49} Alschner and colleagues have explored the production of international legal materials (such as draft treaties) by algorithms,\textsuperscript{50} and have explore some of the implications of the ‘data-driven future’ of the (text-corpus-rich) international economic law.\textsuperscript{51} Deeks and others explore the specific implications of conflict prediction algorithms on the international law on the use of force.\textsuperscript{52} Livingston & Risse have discussed the implications of AI for potential monitoring of human rights.\textsuperscript{53} More generally, Nelson has evaluated the effects of digitisation (including the spread of AI) on

\textsuperscript{45} Hartzog and others (n 22).
\textsuperscript{46} Danaher (n 22).
existing arms control and export control regimes.\textsuperscript{54} However, this scholarship remains incipient and at an early stage.

As such, this article finds itself at the intersection of the LawTech and TechLaw approaches. Drawing on the work of Rebecca Crootof and Ashley Deeks, it aims to extend these paradigms to the international legal level, by exploring how the use of AI may affect the form and viability of international law—and what are the resulting practical, normative, and theoretical implications.

III. AI and the international order: sources of disruption, vectors of displacement

In previous work, I have mapped a taxonomy of ways in which AI could affect the integrity, viability, form or relevance of the international law system itself.\textsuperscript{55} Based on historical accounts and theoretical frameworks, I argued that the deployment and use of AI systems might produce three types of global legal impacts: ‘development’, ‘displacement’, or ‘destruction’ (see Table 1).

This model maps how AI applications can and may under various circumstances produce situations of legal uncertainty (i.e. new gaps, ambiguity, over- or under-inclusiveness, or obsolescence) around existing norms or regimes in international law. Whenever this happens, it sparks a moment of reflection—an ‘international law step zero’\textsuperscript{56}—over whether or how these can be accommodated into international law; that is, there is a need to accommodate or address the uncertainty through some form of legal development. However, the international law system may not always be able to carry out such developments, given certain features of- and tensions within its usual tools.\textsuperscript{57}

Indeed, it was argued that certain technical and political features of AI technology may in practice render it destructive or erosive to key areas of international law (legal destruction). This is because the legal ‘gaps’ that AI systems reveal on the international level may be conceptually or politically hard to patch through the usual avenues of international law ‘development’ (adaptive interpretation; treaty amendments; new treaties; customary international law development; or jurisprudence by international courts).\textsuperscript{58} At the same time, the strategic capabilities it offers chip away at the rationales for powerful states to engage fully in, or comply with, international law regimes.

\textsuperscript{54} Nelson (n 20).
\textsuperscript{55} Maas, ‘International Law Does Not Compute’ (n 21); see also Liu and others (n 28).
\textsuperscript{57} See also Crootof, ‘Jurisprudential Space Junk’ (n 23).
<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>New governance gaps</td>
<td>AI-enabled swarm warfare (possibly) not covered by existing international regimes</td>
<td>Need for new law.</td>
</tr>
<tr>
<td>Conceptual uncertainty or ambiguity</td>
<td>LAWS highlight potential ambiguity or inadequacy of concepts such as 'intent', 'effective control', etc.</td>
<td>Need for new law or adaptation of law, to sharpen existing rules or clarify concepts.</td>
</tr>
<tr>
<td>Incorrect scope of application</td>
<td>Underinclusive application of Convention Against Torture to use of autonomous robots for interrogation.</td>
<td>Need for new law or adaptation of law, to demarcate scope and applicability of existing instruments.</td>
</tr>
<tr>
<td>Obsolescence</td>
<td>New types of AI-supported remote biometric surveillance (gait or heartbeat identification) replace face recognition.</td>
<td>Need for new law or adaptation of existing instruments, involving a (re)consideration of the underlying aims and purposes of the regime.</td>
</tr>
<tr>
<td>Behaviour obsolete (necessity)</td>
<td>Structural unemployability through technological unemployment puts pressure on right to work, ILO regimes.</td>
<td>Need for new law or adaptation of existing instruments, to shift focus or centre of gravity.</td>
</tr>
<tr>
<td>Justifying assumptions no longer valid (adequacy)</td>
<td>Use of DeepFakes or computational propaganda raises monitoring and compliance enforcement costs for various regimes.</td>
<td>Need for new regime or adaptation or amendment of existing instrument, to shift focus or centre of gravity.</td>
</tr>
<tr>
<td>No longer cost-effective (enforceability)</td>
<td>Military AI regime tailored to respond to ethical challenges of LAWS (e.g. maintaining meaningful human control over lethal force) might not be oriented to address risks of later adjacent AI capabilities (e.g. cyberwarfare) creating structural shifts.</td>
<td>Need for new regime or adaptation or amendment of existing instrument, to shift focus or centre of gravity.</td>
</tr>
<tr>
<td>Altered problem portfolio</td>
<td>Use of AI text-as-data tools to generate draft treaties, predict arbitral panel rulings, identify state practice, identify treaty conflicts.</td>
<td>Potential speeding-up of international law creation, though distributional and legitimacy concerns.</td>
</tr>
<tr>
<td>Automation</td>
<td>Use of various AI tools in monitoring and verifying treaty compliance.</td>
<td>Increase deterrent effect of existing regimes; potentially create transparency pre-conditions for new regimes.</td>
</tr>
<tr>
<td>Displacement</td>
<td>Use of AI tools such as emotion-recognition, social media sentiment analysis, or computational propaganda by states, resulting in increased state preference to resolve disputes in diplomatic channels.</td>
<td>Distributional changes; more unilateral and strategic action by states; potential legal destruction.</td>
</tr>
<tr>
<td>Replacement</td>
<td>Attempted extension of existing regimes or norms to new technology cannot pass 'laugh test'.</td>
<td>Inhibits needed developments within existing law; new regimes needed.</td>
</tr>
<tr>
<td>Conceptual friction</td>
<td>Attempted extension of existing regimes or creation of new law, intractable because of political gridlock.</td>
<td>Inhibits needed developments through creation of new regimes; problem remains unsolved.</td>
</tr>
<tr>
<td>Erosion</td>
<td>Innovations increase strategic stakes or ability to bypass monitoring, or lower proliferation thresholds or (political) noncompliance costs.</td>
<td>Decays political foundations of specific regimes.</td>
</tr>
<tr>
<td>Political 'knots'</td>
<td>Suspected use of AI negotiation tools subverts legitimacy of resulting agreements.</td>
<td>Scaling up contestation of international law.</td>
</tr>
<tr>
<td>Destruction</td>
<td>AI-enabled computational propaganda enables contestation of international law;</td>
<td>Additional pressure on global legal order.</td>
</tr>
<tr>
<td>Increasing the spoils of noncompliance</td>
<td>Use of AI tools to increase strategic stakes or ability to bypass monitoring, or lower proliferation thresholds or (political) noncompliance costs.</td>
<td>Decays political foundations of specific regimes.</td>
</tr>
<tr>
<td>Active weapon</td>
<td>Suspected use of AI negotiation tools subverts legitimacy of resulting agreements.</td>
<td>Scaling up contestation of international law.</td>
</tr>
<tr>
<td>Shift of values</td>
<td>AI capabilities perceived as enabling unilateralism, alternative to multilateralism</td>
<td>Additional pressure on global legal order.</td>
</tr>
</tbody>
</table>

Table 1. A Governance Disruption Framework

Nonetheless, a third major category of AI’s governance disruption concerns the ways in which AI tools may drive displacement in the processes or instruments of international governance themselves.\(^{60}\) That is, more even than many previous technologies, it may drive considerable sociotechnical change in the ‘legal’ domain itself, as various tools might potentially lend themselves to the ‘automation’ or even the ‘replacement’ of important (rule-making, adjudication, monitoring & enforcement) functions of international law.

In particular, I have argued that there are three distinct sub-categories of AI-driven governance ‘displacement’.\(^{61}\) Specifically, these are the automation of processes of rule creation and adjudication; the automation of monitoring and enforcement of international regimes; and potential shifts in the ‘regulatory modality’ of international law, resulting in the gradual replacement of some forms of conflict mediation (e.g. arbitration) with other avenues (e.g. bilateral state diplomacy; or unilateral AI-supported ‘lawfare’).

**A. Automation of rule creation, adjudication or arbitration**

In the first place, it has long been recognised that new technologies can change the processes by which international law is created. For instance, technologies can speed up international law formation. Already in 1973, Louis B. Sohn noted how new communication and travel infrastructures were making treaty negotiation faster and easier.\(^{62}\) Of course, while promising, this may not be an unalloyed good, because the increased presence of communications technologies has also, in some readings, rendered strategies of ‘lawfare’ more viable.\(^{63}\) Others have recently argued that the deluge of big data, and the falling thresholds to collecting it, could facilitate the process of collating and consolidating evidence of state practice, fostering an era of ‘Data-Driven Customary International Law’.\(^{64}\)

Along with speed, new communication technologies have also qualitatively altered the processes of international law, for instance by expanding participation to more actors. Indeed, in their discussion of the phenomenon of ‘norm cascades’, Finnemore & Sikkink have discussed how the pace and scope of (general) norm acceptance in international relations can be directly traced to technological change, since;

> “changes in communication and transportation technologies and increasing global interdependence have led to increased connectedness and, in a way, are leading to the homogenization of global norms [...] the speed of normative change has accelerated substantially in the later part of the twentieth century.”\(^{65}\)

For instance, in a comparison of the drafting processes behind UNCLOS and the Mine Ban Treaty, Gamble and Ku have argued that modern communications technologies

\(^{60}\) Maas, ‘International Law Does Not Compute’ (n 21) 43–49.

\(^{61}\) ibid. It should be noted that this paper distinguished between just two categories of displacement: ‘The automation of International Law’, comprising both the use of AI in rule creation or adjudication as well as in monitoring and enforcement; and ‘The Technological Replacement of International Law’. In this paper, I have split out the former category for clarity.


\(^{64}\) Megiddo (n 50).

greatly increased the ability of NGOs to get involved in international rule creation, resulting in laws that were less narrowly tailored to state interests.\textsuperscript{66}

Accordingly, the first type of legal displacement envisions AI systems changing the practices of (international) law creation or adjudication. Ideas to this effect draw an analogy to growing work on the use of AI systems in domestic legal systems, where algorithms are used in support of the adjudication of cases, the monitoring of crimes and violations, or even the prediction of court rulings. While this rise of ‘AI Justice’\textsuperscript{67} has received considerable scrutiny and critique even in the domestic realm, could we expect AI systems to see usage in support of international law? One can consider a ‘strong’ scenario, and a ‘modest’ scenario.\textsuperscript{68}

1. **Strong scenario: a global digital arbiter**

   The ‘strong’ scenario posits that advances in AI could, in time, posit some sort of ‘global digital arbiter’; a queryable legal model that would facilitate the creation of a ‘completely specified’ international law.\textsuperscript{69} If possible, such systems could serve as a powerful ‘integrator’ of global governance, as they would be able to identify and resolve conflicts between norms, or goals—from human rights to environmental law—in adjudicating a ‘global constitution’—therefore reducing the challenges of fragmentation and regime complexity.\textsuperscript{70} At the limit, such systems would promise the fully automated adjudication of international law.\textsuperscript{71}

   Of course, while an interesting thought experiment or extrapolation of trends, for the purposes of governance this strong scenario may be less relevant. Technically, such a system remains beyond existing machine learning approaches, and might instead require some forms of future ‘high-level machine intelligence’ capabilities.\textsuperscript{72} While it is not clear that such capabilities are categorically out of reach—or even more than a few decades away—\textsuperscript{73}—the fact remains that if they were to be created and implemented, their general societal impact would likely far exceed their direct impact on international law.

---


\textsuperscript{68} Because the latter is more likely and analytically interesting, we will briefly discuss the former first.

\textsuperscript{69} Along the lines of Benjamin Alarie’s ‘legal singularity’, Alarie (n 17).

\textsuperscript{70} We will discuss the intersection of (even more modest) AI tools with the lens of ‘regime complexity’ near the end of this paper.

\textsuperscript{71} Although interestingly, while a dramatic change, such a ‘full automation’ of international law would not be the same as the ‘replacement’ of international law, since it would still at its core be reliant on presenting norms to human parties, and adjudicating or arbitrating between them.

\textsuperscript{72} In which case global society might have more pressing problems to contend with. JG Castel and Mathew E Castel, ‘The Road to Artificial Superintelligence - Has International Law a Role to Play?’ (2016) 14 Canadian Journal of Law & Technology <https://ojs.library.dal.ca/CJLT/article/download/7211/6256>.

More pragmatically, proposing the use of an advanced AI system to create or adjudicate international law in this strong sense would be ‘passing the buck’. The ‘problem’ of global governance (from a coherentialist or global constitutionalist perspective) is not that we presently cannot conceive of an authoritative body that could reconcile or decide amongst norm conflicts. It is rather that such hierarchical authorities currently exist at the state level, whereas the international system notably lacks such bodies. There would certainly be distinct and considerable political (and symbolic) sensitivities involved in handing over the international legal order over to a machine, but these seem modest compared to the extent political difficulty of installing any final authority above the international system.

In that sense, the ‘strong’ scenario of international legal automation might be somewhat of a red herring, since if one or more AI systems were deployed to integrate and resolve the problem of authority at the international level, by far the bigger achievement would be that this was achieved at all, not that it was done in silicate. As such, a far-reaching ‘automation’ of international law might counteract the trend towards the increasing international legal and normative fragmentation; but its prospects appear technologically limited in the near term, and strategically moot in the hypothetical long-term.\(^\text{75}\)

2. Modest scenario: text-as-data tools for ‘intelligentized’ lawmaking

By contrast, the ‘modest’ scenario of using AI in the automation for rule creation is more analytically fruitful. Of course, a first question to ask is whether even this scenario of ‘displacement’ is anywhere on the horizon. Can international law be even partially automated in this more modest manner? Thomas Burri has been broadly sceptical: he argues that whereas domestic legal areas such as tax law are susceptible to legal automation because AI systems in those areas can draw on large, dense, structured and homogeneous datasets;\(^\text{76}\) the key legal ‘datasets’ at the international law level are either far too small (e.g. ICJ decisions), or far too heterogeneous and ambiguous to allow for this.\(^\text{77}\)

By contrast, Ashley Deeks has been more optimistic about the conditions for gradual but eventually wide-spread take-up of AI technology into ‘high-tech international law’.\(^\text{78}\) Contra Burri, she argues that in many areas in international law, there are significant digital sources of texts (covering thousands of documents) which provide extensive text corpora that can allow machine learning ‘text-as-data’ tools to perform various functions. She notes how:

“[o]ne key reason to think that international legal technology has a bright future is that there is a vast range of data to undergird it. […] there are a variety of digital sources of text that might serve as the basis for the kinds of text-as-data analyses that will be useful to states. This includes U.N. databases of Security Council and General Assembly documents, collections of treaties and their travaux preparatoires, European Court of Human Rights caselaw, international arbitral awards, databases of specialized agencies

\(^{74}\) See Infra, section IV(B).

\(^{75}\) For an exploration of a ‘problem-finding’ approach to such macro-strategic trajectory considerations around AI governance, see also Liu and Maas (n 8).

\(^{76}\) This may be too easy a reading of the difficulties involved in tax law automation, especially in civil law systems where precedent does not hold the same value. I thank Luisa Scarcella for this point. For further discussion, see Joshua D Blank and Leigh Ososky, ‘Automated Legal Guidance’ (2021) 106 Cornell Law Review <https://papers.ssrn.com/abstract=3546889> accessed 8 September 2020.
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such as the International Civil Aviation Organization, state archives and digests, data collected by a state’s own intelligence agencies and diplomats (memorialized in internal memoranda and cables), states’ notifications to the Security Council about actions taken in self-defense, legal blogs, the U.N. Yearbook, reports by and submission to U.N. human rights bodies, news reports, and databases of foreign statutes.”

Given this, text-as-data machine learning systems could be trained to generate new treaty texts (e.g. draft extradition treaties), to predict how an international arbitral panel might rule, to gauge the course and likely outcomes of treaty negotiations, or to identify possible treaty conflicts. Moreover, far from being limited only to legal texts, Deeks notes how other uses of AI—from systems that aggregate intelligence information about the preferences or negotiation strategies of negotiation partners, to emotion-recognition systems or social media sentiment analysis—might also play a role in broader diplomatic processes.

Focusing on the procedural contributions that machine learning could make to the creation of new international law, she argues that international lawyers in service of a state’s foreign ministry in practice have three roles—negotiating agreements; dispute resolution (whether in judicial or arbitral fora); and advising policymakers about the existence and meaning of international law—and argues that all of these can, in distinct ways, gain from automation.

Contrary to the ‘strong’ scenario discussed above, this modest’ image of legal automation does not envision that these lawmaking processes will be entirely given over to machine decision-making, but rather that many actors will come to find significant benefits in using machine learning tools to support human legal and diplomatic decision-making processes.

To be certain, that does not mean this process of displacement will occur rapidly. There are a number of barriers which can slow procurement and integration of AI tools, and which ensure a lag between the development of state-of-the-art tools in labs, and their use in the field. Deeks does admit that international law can often be ‘conservative’ about taking up new technologies, and that at present, states and their advisors in international legal issues still lag far behind the private sector in contemplating how AI could change their work. As a result, with a few exceptions, “international law generally has been a stranger to a new wave of technological tools – including computational text analysis, machine learning, and predictive algorithms – that use large quantities of data to help make sense of the world.”

Furthermore, there remain challenges to the incorporation of AI technologies in international law, including technical challenges around the format of some types of international law data; the fact that international law questions have relatively less precedent to guide predictions; and civil liberties concerns over applications in emotion detection or social media scraping software, amongst others.

In spite of this, Deeks does identify several trends that will, in her view, steadily increase the pressure on international lawyers to take up and reckon with these new tools.

---
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These are: (1) near-peer ambitions; (2) proofs of concept in private law; (3) client pressure; (4) necessity in the line of work. As such, she argues that while the challenges to adoption are real, they are not insurmountable, and that there are potentially many use cases of AI, whether in the preparation of treaty negotiations, conducting negotiations, or identifying custom international law.

In addition to these, there might of course be a more fundamental limit to the significance of governance displacement-through-automation: that is, even if there are many domestic areas where there are significant sources for text-as-data tools to be trained on, these may not be the highest-stakes scenarios that international law faces. After all, international law may be especially engaged by large historical shocks and changes. That would not prevent such AI systems from seeing wide usage in many rote tasks, but it would imply that international legal history would continue to be written by humans for some time.

Nonetheless, even this modest scenario might have significant effects. While some AI tools might support greater coordination, the fact that they are developed and owned by some parties may, as Deeks has argued, mean that “states with a high level of technological sophistication are likely to treat some of these tools as proprietary and critical to their national security, and so may use them in a way that exacerbates existing power differentials.” This could have erosive effects, and markedly alter dynamics of contestation and the legitimacy of the global governance architecture.

B. Automation of monitoring & enforcement

The second form of governance displacement envisions the use of AI technologies in strengthening the enforcement of existing or future international law and global governance instruments.

To be certain, it has long been recognised that new technologies can play a key role in changing the modes and anticipated effectiveness of compliance monitoring and enforcement. Indeed, the role of various forms of ‘National Technical Means’ in supporting the monitoring of compliance with international commitments, has been well-chronicled in the high-stakes area of arms control. For many decades, a range of technologies including signals intelligence, satellites, networked arrays of seismic, hydroacoustic, infrasound or radionuclide monitoring stations, and (aided by legal arrangements such as the 1992 Treaty on Open Skies) surveillance or radionuclide ‘sniffer’ aircraft, have all played roles in enabling states parties to monitor and verify
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each other’s (non)compliance with treaty commitments or various peremptory norms under international law.\textsuperscript{94} Indeed, aerial and spatial observation alike continue to play an important role in weapons inspections that underpin arms control.\textsuperscript{95} Notably, such tools are critical, not only because they can improve compliance with treaties that are in force (by changing the incentives and calculations of actors regarding the expected results of violating the treaty), but also because in some cases, these technological means can provide the guarantees by which parties are willing to bind themselves to such agreements (that is, set up a regime) in the first place.

For instance, Coe and Vaynmann have argued that historically, a critical barrier to reaching arms control agreements has been found in a so-called ‘security-transparency’ tradeoff.\textsuperscript{96} This refers to the dilemma whereby an arms control agreement between A and B to cap B’s capabilities must on the one hand have sufficient provisions in place to ensure transparency of B’s actions (to ensure A that any cheating can and will be detected), but on the other hand, must not offer A so much transparency of B’s military actions, that B holds the arrangement to unacceptably erode its security. In some cases, it may be impossible to satisfy both requirements at once, for, as Coe and Vaynman note:

“[a]ny deal that is transparent enough to assure that one side complies with the deal may also shift the balance of power so much that the other side reneges to exploit this shift. Any deal that preserves the balance of power well enough to be safe for the arming side may not be transparent enough to assure the monitoring side of its compliance. When this is true, no arms control deal will be viable.”\textsuperscript{97}

While the ‘security-transparency’ trade-off might appear to provide grounds for pessimism regarding the prospects of arms control, however, this model also allows that whenever this trade-off is less steep, or where one side can assure itself of the ability to unilaterally monitor the other’s compliance, agreements can be struck. Importantly, this highlights structural ‘levers’ that can be affected, not just through institutional arrangements or confidence-building measures, but also through new technologies, in order to mitigate or sidestep this trade-off. As such, technologies can structurally shift the conditions for an arms control treaty if they increase unilateral compliance monitoring, or if they can reduce the ‘transparency-security’ trade-off.

In the first case, technological advances that increase either party’s ability to unilaterally monitor certain capabilities can render a ‘closed deal’ (whereby parties agree on an arms control deal, but refuse to allow access to facilities for the purposes of mutual verification) viable nonetheless, because either party can be assured that they are able to unilaterally monitor compliance. For instance, in the domain of nuclear arms control, Coe and Vaynmann suggest that the Strategic Arms Limitations Talks (SALT I) negotiations succeeded where the earlier 1964 Freeze negotiations had failed, in large part because the development of satellite surveillance in the intervening years had improved unilateral monitoring capabilities sufficiently to make a ‘closed deal’ viable.\textsuperscript{98}

In the second place, there may be ways to take measures that create mutual perceptions that the trade-off between transparency and security is mild. For instance,
during the first round of negotiations over the Intermediate Nuclear Forces (INF) Treaty (1980-1983), US negotiators initially proposed ‘anytime anywhere inspections’, which were rejected not only by the USSR but also, before long, by many on their own side.\footnote{ibid.} Instead, during the second round of negotiations (1985-1987), the US put forward proposals for more limited inspections with access to only one missile production facility. Moreover, the US devised a way to outfit Soviet facilities with a sensor that would reveal whether an exiting missile was of the banned type, without revealing the technical characteristics of non-banned missiles.\footnote{ibid.} Since the Cold War, there has been continued scientific research into new avenues to, for instance, validate nuclear warheads that are slated for retirement, in ways that do not reveal key engineering features.\footnote{ibid.}


This highlights the potentially important role that new technologies can play in improving the ability of states and other parties to make verifiable claims about the properties, capabilities, or inputs of new technologies. Technology can therefore not just incrementally contribute to the deterrent or compliant pull of treaties; it can also, in fact, shift the possibility frontier for which arms control or non-proliferation treaties are politically possible in the first place.

Moreover, it is important to note how since the days of the Cold War, the rise of the digital economy has increasingly complemented ‘national technical means’ with a host of distributed sensors. As a result, over the past decades, the International Atomic Energy Agency (IAEA) has begun to draw on open-source information and commercial satellite imagery in order to provide early warning in nuclear safeguards and to counter nuclear proliferation;\footnote{Giacoamo GM Cojazzi and others, ‘Collection and Analysis of Open Source News for Information Awareness and Early Warning in Nuclear Safeguards’ (2013) 50 ESARD Bulletin 94; David Albright, Sarah Burkhard and Allison Lach, ‘Commercial Satellite Imagery Analysis for Countering Nuclear Proliferation’ (2018) 46 Annual Review of Earth and Planetary Sciences 99.} commercial satellites have also been proposed to monitor the
implementation of the Kyoto Protocol’s Global Emissions Trading Program.\textsuperscript{106} Moreover, as noted by Livingston & Risse, the emergence and ubiquity of twenty-first century digital technologies, including mobile phones, commercial high-resolution imaging satellites and social media has already begun to enable near-constant surveillance not just by states or corporations, but also by non-state actors such as human rights observers, journalists and open-source (citizen) investigation networks such as Bellingcat or the Syrian Archive.\textsuperscript{107}

Such open-source technologies have begun to play a key role in monitoring various war crimes, as well as human rights violations.\textsuperscript{108} In at least one case, this has led to an indictment under international criminal law: in 2017, digital sleuths identified Libyan execution sites, by triangulating geographical features found in propaganda videos that had been posted to social media, leading to an International Criminal Court warrant for the arrest of Mahmoud Mustafa Busayf Al-Werfalli, a Libyan warlord.\textsuperscript{109} While such analysis is predominantly done by humans at present, it involves distinct tasks that could be automated or enhanced by AI tools. Indeed, one recent experiment involved the development and testing of a machine learning algorithm, trained on synthetic data, to go through footage of airstrikes in order to help investigators identify UK-manufactured cluster munitions that are illegally used in conflict; in tests, this system sped up analysis 100-fold, while reducing risk of trauma for investigators.\textsuperscript{110} In another project, run by Amnesty International and the Citizen Evidence Lab, researchers deployed machine learning to support the large-scale analysis of satellite data, in order to detect the destruction of human settlements in Sudan’s Darfur region.\textsuperscript{111} There are various other ways machine learning tools could contribute to the detection or investigation of various


\textsuperscript{109} Boutin (n 49).


violations under international law,\textsuperscript{112} or even the early detection and prevention of violence\textsuperscript{113}—although this ‘AI Turn’ in global governance also has its critics.\textsuperscript{114}

As such, from a more modest perspective, there may be various roles for machine learning approaches—if appropriately and rigorously vetted—in enforcing international law, and in facilitating the negotiation of agreements that are sensitively dependent on the ability to monitor compliance.\textsuperscript{115}

C. The replacement of international ‘law’? Shifts in regulatory modality

Notably, even if AI were to be used to change the ‘input’ of international law (e.g., the process of treaty negotiation or adjudication), or strengthen its enforcement, this would not change the nature of the ‘output’ of those legal processes (that is, normative rules, to greater or lesser degree backed by sanction). ‘Legal automation’ would no doubt alter the texture of international law irrevocably—but it would presumably remain law. This would not change the core, normative ‘regulatory modality’ of international law—the instruments through which this system seeks to regulate and change the behaviour of its constituents (whether there are construed narrowly as states, or more broadly, as also including other stakeholders\textsuperscript{116}).

However, even in a more modest usage, the deployment of AI systems in the service of international law, or in the measuring of global governance, could shift the preferences, values, or tool choices of global regulators and state actors alike in key ways.\textsuperscript{117} As such, AI could drive or facilitate a shift towards novel ‘modes’ of achieving societally desired regulatory outcomes, which no longer rely to the same extent on normative laws. This discussion draws on Lawrence Lessig’s theory of the various ‘regulatory modalities’ of law, social norms, markets, and architecture.\textsuperscript{118} For instance, in the domestic law context, Lessig famously chronicled how the architecture of computer ‘code’ enabled US regulators to emphasize different ‘modalities’ in the production and enforcement of law on cyberspace. Specifically, it allowed them to reduce their reliance on normative ‘law’, and instead regulate tech companies in order to embed architectural constraints on online behaviour, in areas such as zoned speech or privacy protection.\textsuperscript{119}

\textsuperscript{112} Maas, ‘International Law Does Not Compute’ (n 21) 44–45. (reviewing several recent use cases of AI tools in predicting the activities of poachers, the ‘Sentry’ system providing civilians in the Syrian conflict through advance warning of incoming airstrikes, and in DNA sequencing for use in forensic investigations of war crimes).
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Likewise, Roger Brownsword has argued that new technologies introduce a ‘double disruption’ to law.\(^{120}\) In the first place, they affect the substance of legal rules. Secondly, they drive a regulatory shift, away from seeking to shape behaviour by normative codes or laws and towards the use of non-normative ‘technological management’.\(^{121}\) Accordingly, Brownsword has chronicled how emerging digital technologies of social control may even shift the core ‘regulatory attitude’ of authorities, and affect a shift away from traditional ‘legal coherences’, towards ‘regulatory-instrumentalism’ or even ‘technocracy’.\(^{122}\) If a similar shift occurred in the context of global governance, this could also drive value shifts. Speculatively, one can imagine the availability of more powerful AI monitoring capabilities would reduce the need for consensus (so long as there was consensus about trusting the monitoring capabilities).

More directly, Deeks has suggested how the proliferation of certain AI technologies in state departments may also shift how states seek to resolve international disputes. It could lead to more unilateral or strategic uses of this technology. For instance, she notes how “[i]f a state could predict in advance which way a tribunal is likely to resolve a particular dispute, it would allow the state to decide whether to pursue the case or to choose an alternative, such as settling it through diplomatic negotiations or dropping the matter entirely.”\(^{123}\)

However, there are also more collaborative cases of such ‘replacement’. For instance, there may be situations where algorithms can be used to speed up the negotiation process between states, either as ‘negotiation support systems’ that can propose potential divisions of interests, or by helping locate third-party proposals.\(^{124}\) However, in such cases, rather than support traditional channels of international law (e.g. arbitration bodies or international courts) through the ‘automation’ of their operations, AI tools would contribute to the ‘replacement’ of such tools as dominant instruments of international conflict resolution or collaboration.

### IV. AI’s effects on global regime complexity

Having discussed the sources and vectors of potential AI-driven governance disruption (and especially automation), it is important to discuss not just the direct effects of such legal displacement in international law, but also the indirect effects on the structure and texture of the international legal system.

International legal scholars have for many years reckoned with various new trends and shifts in the global institutional and legal landscape. These include patterns of institutional proliferation,\(^{125}\) the ongoing fragmentation of international law resulting in complex inter-regime impacts and externalities,\(^{126}\) and growing patterns of contested
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multilateralism. Others have identified trends of legal stagnation, and have argued that global governance is increasingly marked by a shift towards informality in many issue areas such as international environmental governance or cyberspace.

Let us focus on the ‘fragmentation’ of international law. Contemporary regime complex theory has explored many drivers of regime complex evolution and development. However, while scholars have reckoned with the effects of exogenous political or institutional shocks to either the trajectory of a regime complex, or to the continued viability of the international liberal order as a whole, there appears to be relatively little examination of the effects of technology-driven change on regime complexity. This is unfortunate because, as the lens of governance disruption has shown, the use of various technologies can in some cases exert considerable effects on the norms, processes, or political scaffolding of the international legal order.

As such, it may be productive to explore the implications of AI-driven governance disruption lens for the processes of regime complex evolution. Such examination is certainly more speculative, and it should be re-emphasised that the following sections are not meant as strong predictions, but as conditional scenarios that anticipate the implications of various types of AI-driven governance disruption on regime complexity.

For the sake of argument, this following assumes no- or only very modest further capability developments in the available AI capabilities, although it does weakly assume the gradual continuing dissemination or application of existing AI capabilities into more areas and domains, in order to anticipate the implications of distinct patterns of dissemination and usage on regimes.

As such, it is argued that we can distinguish between 10 different roles or effects of AI systems on the international legal order. By requiring constant substantive legal development, AI systems can reinforce pre-existing governance trends; it can serve as (1) legal ‘canary in the coal mine’, highlighting the need for greater harmonization or cross-regime dialogue. However, in already-fragmented settings, it can serve as (2) tough knot or (3) generator of regime fault lines, potentially increasing fragmentation. Under even modest scenarios of legal displacement (whether automation or replacement), AI systems can serve variably as a (4) shield, (5) patch, (6) cure, or (7) accelerator of the fragmentation of international law. Finally, AI tools may serve as (8) differential enabler, (9) driver of
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value shifts, or (10) asymmetric weapon—which could potentially contribute to patterns of governance destruction or further erosion in the international legal order.

A. Fragmentation: AI as a legal canary, tough knot & as generator of regime fault lines

At a structural level, how will AI’s ability to generate frequent legal uncertainty—and a resulting need for constant development or realignment in the substance, laws or norms of international law—affect the trajectory of a regime complex?

One key caveat here is that global governance obviously consists of a wider range of norms and governance instruments than solely those embedded in ‘hard law’. Critically, many of these softer governance instruments are potentially more resilient to ‘legal’ disruption—because they are already phrased broadly, depend on discretion for implementation, or are more flexible and easy to review and update in the face of changing technological circumstances. Nonetheless, even if this means that such soft governance instruments are slightly better insulated from—or at least better able to adapt to—AI-driven ‘legal’ shocks, the conceptual and practical changes forced by the use of these systems still bear on other forms of governance, and may (or arguably should) warrant re-examination.

Taking this into account, the prospect of AI systems driving legal development could, paradoxically, exert two divergent effects on regime complexes. On the one hand, situations of clear inadequacy of existing legal instruments or concepts might serve as an opportunity to clarify long-present ambiguities in established global norms, and harmonize latent conflicts between existing regimes, by getting these out in the open, in the context of an urgent governance problem that requires addressing. In this way, AI systems—or particular legal problems or puzzles they flag—can highlight long-standing tacit tensions between existing norms and regimes, and in doing so can serve as a (1) ‘canary in the coalmine’ of the integrity of the international legal system in the digital age. More broadly, the broad-spectrum legal disruption that is generated by AI systems might illustrate the confusing and fragmenting effects of ‘modernity’, which, as noted, some regime systems theorists point to as a major factor in the trend towards fragmentation and regime complexity. In this way, the precise effects of AI-driven governance development on the trajectory of a governance architecture will likely depend sensitively on the pre-existing configuration of that architecture. Indeed, it some ways, it could exacerbate pre-existing tendencies.

On the one hand, within an already-integrated regime complex, a centralised, authoritative international institution could in principle seize upon AI’s legal disruption within one area in order to kick-start and facilitate a broader dialogue about long-overdue systemic revision or legal innovation in underlying rules or concepts. For instance, such an institution could seize upon specific problems posed by AI-enabled military surveillance platforms or ‘lethality-enabling technologies’, to address the broader fact
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that the distinction between ‘war’ and ‘peacetime’—a cornerstone of IHL—has, in practice already become blurred by new technologies.\footnote{Denise Garcia, ‘Future Arms, Technologies, and International Law: Preventive Security Governance’ (2016) 1 European Journal of International Security 94; Braden Allenby, ‘Are New Technologies Undermining the Laws of War?’ (2014) 70 Bulletin of the Atomic Scientists 21 (highlighting drones and cyberwarfare). See also Crootof, ‘Regulating New Weapons Technology’ (n 58) 10. And see generally Rosa Brooks, ‘War Everywhere: Rights, National Security Law, and the Law of Armed Conflict in the Age of Terror’ (2004) 153 University of Pennsylvania Law Review 675.} Such legal development would not necessarily imply an abandonment of these well-proven frameworks; but it would reckon with the ‘transversal’ effects of trends in technology across different fields of (international) law, in order to yield more integrated bodies of law. Of course, even if centralised international institutions could in principle carry out such regulatory innovation and integration, it is not a given that they would also do so.\footnote{Indeed, the question of whether, or under what conditions, international organizations would be capable of this, remains an open and interesting one.}

On the other hand, starting from an already-fragmented institutional context—and across fragmented application domains—AI technology’s propensity to generate situations of legal disruption (requiring development) may well exacerbate the forces of (further) fragmentation, as these systems become (2) tough knots. Given the extremely diverse set of perspectives through which one can approach AI technology, it seems unlikely that a fragmented regime complex would reliably be able to organically converge towards more integrated or harmonised policy responses. Similar AI architectures will be used across widely different contexts; in each of those issue areas, certain self-similar features of AI systems (such as algorithmic unpredictability or opacity, or the susceptibility to adversarial input) can be refracted into seemingly-distinct local problems.

If many distinct institutions and organisations are forced to grapple, in parallel and relative isolation, with certain local questions (such as the variable meaning of ‘Meaningful Human Control’ for LAWS, in healthcare, and in other contexts) of underlying conceptual or legal disruption, it is likely that we may see distinct institutions and regimes resolve and decide these cases in different, and potentially contradictory ways.\footnote{Crootof and Ard (n 29).} In that way, the proliferation of AI systems could serve as a (3) generator for regime fault-lines, triggering a scattering of individual regimes’ norms and policies, in ways that drive regime complexity, and that open up considerable scope for conflicts in terms of regime norms, operations, or impact.

B. Automation: AI as shield, patch, cure or accelerator of fragmentation

As one subset of governance disruption, ‘displacement’ also highlights ways in which the integration or incorporation of AI tools into the practices of global governance can affect regime complexity or the coherence of international law. In brief, some AI tools, especially if they were accessible (or distributed) to many actors (whether states or non-state observer agencies or NGOs), could play some role in mitigating at least some trends towards regime complexity. They could variably serve as shield to the negative consequences of complexity; as patch to halt the further fragmentation of regimes, or as cure to avert or mitigate latent conflicts and aid in harmonisation of regimes. Yet, left unregulated, the free-for-all use of AI systems could also prove an accelerator of processes of legal and governance fragmentation.

To start, (4) various actors might use AI tools to *shield* themselves from the negative operational consequences of a fragmented and distributed regime complex. For instance, the use of these tools in support of many ‘routine’ diplomatic tasks could free up the limited diplomatic resources or staff available to many smaller states, enabling them to participate more fully in various international fora, ‘levelling’ the playing field relative to the large and well-staffed foreign ministries of larger states. More modestly, through translation and text (e.g. news) summarisation services, such AI tools could facilitate the ability of even less powerful actors to navigate dense regimes complexes, counteracting the democratic deficit identified by some concerned scholars.

More actively, actors could also AI tools as a (5) *patch* to halt or pre-empt the further fragmentation of various regimes. For instance, Ashley Deeks notes how various ‘text-as-data-tools’ might be used to pre-emptively identify treaty conflicts (whether accidental or strategically engineered). She suggests that “[a] state could create a tool that allows it to compare proposed treaty language (either while the negotiations are underway, or before the state has ratified the treaty) to all other treaties to which the state is a party to detect similar language or very similar topics.” This could pre-empt or deter strategic efforts by states to create certain treaty conflicts in order to set the agenda for future negotiations, because any negotiation partners would now be able to spot when such a strategy is being attempted.

In principle, such AI tools could not only help spot and patch imminent conflicts produced by specific treaties, but could also be deployed as (6) a modest *cure* to more general pre-existing patterns of fragmentation in international law. For instance, Deeks suggests that states could use such tools even in the absence of specific negotiations, simply to map any tensions amongst their existing treaty commitments, “in order to identify gaps or other potential conflicts before they produce a real world problem.” Accordingly, other actors or international organisations could use such tools to chart, to some degree, major fault lines or gaps amongst international law’s fragmented regimes. This would of course hardly be a panacea: questions of sufficient text data aside, it should be kept in mind that not all (or even most) practical regime conflicts emerge from inconsistent norm commitments recorded in the legal text. Indeed, as noted by Morin and others, “[b]latant legal conflicts [amongst regimes] remain rare and a certain degree of normative ambiguity preserves the unity of the international legal system.” Instead, many regime conflicts may manifest at the level of impacts or institutional policies, as a result of real-world inter-institutional interaction, and such negative externalities are not latent in the texts, and therefore not discoverable with such tools.
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However, while these uses seem to connote beneficial (or at least, integrative) outcomes of AI displacement on regime complexes, there are many scenarios under which AI tools could also serve as (7) an accelerator of regime fragmentation and complexity. After all, as has been discussed, many AI tools could also be used to challenge or subvert international legal processes, in ways that could speed up contestation. Even if AI technology finds productive uptake by many states to facilitate negotiations, this can have unanticipated side effects. After all, as Crootof has noted, speeding up the development of new international legal obligations—by any means—may certainly be necessary to address urgent problems, or help States avoid or resolve disputes; however it also “facilitates legal fragmentation [because] [s]peeding up the development of international legal obligations has expanded both the activities they regulate and opportunities for conflict among them.”

As always, of course, the deployment of these technologies is likely to have unanticipated downstream normative, functional, and legal effects. Eyal Benvenisti has argued that the increasing data-processing and sharing-capabilities of modern digital technologies, and the growth of modalities of governance that rely on decision-making by machines (rather than two-way exchange of stakeholders) as their input, are creating a foundational challenge to long-established principles in global administrative law, that “the more communication, the better”, and that information exchange necessarily promotes institutional accountability. All this is not a reason to avoid such tools, but should induce some caution about ensuring appropriate scaffolding or guidelines regarding their global use.

C. Contestation: AI as differential enabler, driver of value shifts, or asymmetric weapon

Amongst leading state developers, perceptions of an emerging technology’s very high strategic stakes—whether or not these views are justified—may inhibit willingness to even come to the negotiating table in good faith. Moreover, AI’s inherent definitional complexity and effects across many fields, might lend themselves naturally to strategies that seek to obstruct international regulatory action by dragging out debate at international fora. The dual-use nature of many ‘inputs’ of AI capability—computing hardware; training data; talent—might furthermore make international bans of certain applications difficult to monitor or enforce.

All of this could result in notable AI issues remaining unsolved, in spite of them featuring (or being raised) on the international agenda. The clear inability of the existing governance arrangement to address these problems would drive processes of erosion in their legitimacy. More broadly, if AI tools can serve as a (8) differential enabler that is better suited to the interests of illiberal than liberal actors, or to powerful over the powerless actors, this can further exacerbate power inequalities, eroding the legal fiction of the sovereign equality of states, and with it the legitimacy of the international liberal order. Moreover, for certain powerful actors, it might drive preference changes—desires to pursue other avenues of governance. In many other cases, this could drive ‘voice and
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representation’ goals. Either of these has generally been linked to processes of institutional proliferation and regime complexity.154

Simultaneously, AI’s use as tool could offer specific capabilities that result in legal decline because it serves as (9) a driver of value shifts, altering the endogenous character of that order. This could be because AI systems might offer strategic capabilities which shift interests; they chip away at the rationales for certain powerful states to engage fully in, or comply with, international law regimes. While they would be unlikely to completely erode support, AI applications in areas such as surveillance could arguably reduce states’ (perceived) dependence on multilateral security regimes to ensure their security from terrorist threats. Such capabilities could increase actor’s willingness to ‘defect’, erode their willingness to support multilateralism, and could as such result in preference changes and the resulting increase in the prominence of forum-shopping strategies. That could produce a harmful ‘non-regime-state’ around many topics of AI.

In extreme cases, AI systems could enable new strategies—such as scalable computational propaganda—by which actors could directly challenge the legitimacy of international law or its component regimes.155 This potential use as an (10) asymmetric weapon might enable the direct contestation and erosion of the liberal international order, more easily than its reinvigoration. AI has not created these particular problems, they it make them worse.

Given the above, we have discussed how the use of AI can shape both the normative and conceptual coherence of the regime complex (through driving development or displacement), as well as by shifting the incentives, values, or behaviour of various actors within that regime complex (potentially driving destruction). From a regime complex perspective, then, the key takeaway is that the governance disruptive impacts of AI may compound (1) trends towards regime fragmentation as a result of increased legitimacy problems or preference shifts; and (2) the problematic interactions of regimes (by increasing the number of contact surfaces).

To be sure, the above discussion of trajectories remains speculative, given the early state of AI governance at present. All this is not to make strong predictions, but rather to identify a range of ways in which AI applications, through governance disruption, could intersect with processes of regime complexity. In aggregate, these current trends and drivers might loosely suggest that, barring major interventions or external shocks, AI governance may remain fragmented for the time being.156 However, this is certainly not a foregone conclusion, and it will be key to monitor developments both in the AI regime complex, as well as developments in AI’s effects on and in international law, in order to identify in greater detail the overall arc of governance development.

V. Responses to AI-driven disruption: paths and principles

Given these above challenges, how might the international legal order respond? In the first place, international lawyers and scholars of global governance should beware the unrestricted automation of international law, and actively scrutinize the trend towards ‘high-tech international law’.157
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In general, they should be wary of the unregulated dissemination and incorporation of (AI) tools in processes of international lawmaking or adjudication. This is because, under plausible development and deployment conditions, these tools may remain largely restricted to major states (at least in the first instance), such that unrestricted usage is likely to further exacerbate power imbalances amongst leading AI states and smaller states, potentially feeding dissatisfaction and contestation. Even in more unambiguously cooperative uses in support of conflict resolution, the use of such AI tools to speed up law-creation could accelerate overall processes of fragmentation, and therefore should be carefully monitored.

In particular, this lens might urge scrutiny of AI applications which could, directly or indirectly, shift the ‘regulatory modality’ away from international conflict resolution through legal norms or processes such as arbitration. The availability of certain AI tools such as population sentiment analysis, computational propaganda, or lie-detection systems might lead some states to seek to increasingly resolve certain foreign policy conflicts through bilateral state channels—or even through unilateral technological intervention—and only to submit for arbitration those issues where they predict they will win. Such shifts could well erode the broader standing or relevance of the global legal order. As such, they should be cautiously monitored and held accountable.

At the same time, while a general degree of caution towards international legal automation may be warranted, it should also be remembered that AI-driven displacement offers many meaningful opportunities to increase the efficacy of the global governance architecture, its resilience to future technological disruption as well as other shocks, and even potentially its legitimacy.

This speaks in favour of accelerating the development and—subject to rigorous and careful assessment and constraints—dissemination of specifically vetted AI tools that could help improve structural conditions for international cooperation. There are diverse applications of AI that could in principle help shift the international ‘cooperation-conflict balance’. These could include AI monitoring capabilities that help provide greater assurance of the detection of state noncompliance, and in so doing help resolve situations of pervasive governance gridlock.

Alternatively, technological and institutional interventions could increase the ability of various parties to make verifiable claims about their own AI capabilities, providing stronger foundations for AI-focused arms control regimes. Moreover, various technological interventions (including but not limited to AI tools) could support cooperation and coordination more generally, such as systems that could enable states to reach agreement on issues more quickly. Finally, from the perspective of regime complexity, relatively simple AI language models could allow the advance identification of emergent or imminent norm or treaty conflicts, whether accidental or strategically engineered. Over time, they could also enable a greater mapping and monitoring of fragmentation both in the AI regime complex, as well as in the broader governance
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architecture, supporting processes of convergence. It would be valuable to offer such AI applications free or low-cost to many parties, and teach them how to deploy and use such systems. Such applications could both increase the inclusion of many actors in the fora of international governance, as well as help in the management of governance fragmentation more broadly.

Indeed, Dafoe and colleagues have sketched an open research agenda into how AI tools could potentially strengthen cooperation across many contexts; they identify a wide range of AI-supported mechanism design interventions that could improve critical ‘cooperative capabilities’, such as parties’ understanding of the world, their communication abilities, their capacity to make credible commitments, or the institutions (such as norms or regimes) that shape and structure their decision environment. However; the authors also caution that AI-supported cooperation systems could have potential downsides, noting that “(1) Cooperative competence itself can cause harms, such as by harming those who are excluded from the cooperating set and by undermining pro-social forms of competition (i.e., collusion). (2) Advances in cooperative capabilities may, as a byproduct, improve coercive capabilities (e.g., deception). [...] (3) Successful cooperation often depends on coercion (e.g., pro-social punishment) and competition (e.g., rivalry as an impetus for improvement)”.

As such, AI’s benefits will not manifest by default; and realizing these goods while avoiding these risks will require active and critical engagement by not just international lawyers, but also a range of actors across the global community at large.

VI. Conclusion

This paper has sought to explore, at an initial level of detail, how we can analyse the direct and indirect effects of AI technologies on the viability, form, or functioning of the international liberal legal order.

It first provided a functional definition of AI, and a rationale for why we should expect this technology to have wide-ranging impacts on international law. It then explored the pedigree of these questions in existing scholarship on ‘law, regulation and technology’, and specifically the study of legal automation (LawTech), and studies of the interrelation between technological change and legal systems more broadly (TechLaw).

The paper then introduced a ‘Governance Disruption’ framework for exploring the international legal impacts of AI. This taxonomy distinguishes situations where AI applications create a need for international legal development; and situations where they can contribute to the potential destruction of specific regimes or the erosion of the international legal order. The paper then focused in specifically on the vectors of legal displacement (the potential effects of the ‘automation’ of international law), discussing the viability, form, and implications of three potential pathways of displacement: automation of rule creation; automation of monitoring & enforcement; or the ‘replacement’ of international law.

The paper then sketched the effects of these trends on the integration or fragmentation of international law, distinguishing 10 different roles that AI systems may play. By requiring constant substantive legal development, AI systems can reinforce
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pre-existing governance trends; it can serve as (1) legal ‘canary in the coal mine’, highlighting the need for greater harmonization or cross-regime dialogue. However, in already-fragmented settings, it can serve as (2) tough knot or (3) generator of regime fault lines, potentially increasing fragmentation. Under even modest scenarios of legal displacement (whether automation or replacement), AI systems can serve variably as a (4) shield, (5) patch, (6) cure, or (7) accelerator of the fragmentation of international law. Finally, AI tools may serve as (8) differential enabler; (9) driver of value shifts, or (10) asymmetric weapon—which could potentially contribute to patters of governance destruction or further erosion in the international legal order. It was argued that an examination of possible trajectories for global governance regimes will have to increasingly calculate in the effects of AI-driven governance disruption on regime integrity: while some AI capabilities could see use in countering regime fragmentation or treaty conflicts, some AI capabilities could also serve as generators of new legal-conceptual fault lines, or spur increased patterns of contestation.

In the face of these effects, I argued that international legal scholars have an important role to play in critically surveying this new technology and its effects on the international legal system.